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Spectral Characteristics and Synchrony 
in Primary Auditory-Nerve Fibers in Response 
to Pure-Tone Acoustic Stimuli 

Malvin C. Teich, 1 Shyam M. Khanna, 2 and Patrick C. Guiney 3 

Under pure-tone stimulation, the spectrum of the period histogram recorded 
from primary auditory-nerve fibers at low and medium frequencies contains 
components at DC, at the applied tone frequency (the fundamental), and at a 
small number of harmonics of the tone frequency. The magnitudes and phases 
of these spectral components are examined. The spectral magnitudes of the 
fundamental and various harmonic components generally bear a fixed propor- 
tionality to each other over a broad range of signal conditions and nerve-fiber 
characteristics. This implies that the shape of the underlying rectified wave 
remains essentially unchanged over a broad range of stimulus intensities. For 
high-frequency stimuli, the fundamental and harmonic components are substan- 
tially attenuated. We provide a theoretical basis for the decrease of the spectral- 
component magnitudes with increasing harmonic number. For low-frequency 
pure-tone signals, the decrease is caused principally by the uncertainty in the 
position of neural-event occurrences within the half-wave-rectified period 
histogram. The lower the stimulus frequency, the greater this time uncertainty 
and therefore the lower the frequency at which the spectral components begin 
to diminish. For high-frequency pure-tone signals, on the other hand, the 
decrease is caused principally by the frequency rolloff associated with nerve- 
spike time jitter (it is then called loss of phase locking or loss of synchrony). 
Since some of this jitter arises from noise in the auditory nerve, it can be mini- 
mized by using peak detection rather than level detection. Using a specially 
designed microcomputer that measures the times at which the peaks of the 
action potentials occur, we have demonstrated the presence of phase locking to 
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tone frequencies as high as 18 kHz. The traditional view that phase locking is 
always lost above 6 kHz is clearly not valid. This indicates that the place- 
versus-periodicity dichotomy in auditory theory requires reexamination. 

KEY WORDS: Stochastic point process; auditory-nerve fibers; pure tones; 
neural coding; spectral characteristics; synchrony. 

1. I N T R O D U C T I O N  

The manner in which acoustic information is encoded into the parallel 
sequences of action potentials on the auditory nerve continues to perplex 
us, even though some 50 years have passed since the first auditory neural- 
spike measurements were made. In an attempt to unravel the coding 
mechanisms, the neural responses of mammalian primary auditory-nerve 
fibers have been studied extensively. (5 7,13,17,19,20,27,30,31,33,34,36,42) Many of 

these studies have made use of pure-tone stimuli and the period histogram, 
which provides a method for examining the average behavior of ensembles 
of nerve impulses in the time domain. (8'12'2~ The responses of these cells 
are stochastic and a broad range of statistical models has been invoked to 
explain them. These range from simple renewal models (2~ to stochastic 
resonance (25) to doubly stochastic Poisson point processes driven by fractal 
shot noise. (26'34'35'41) 

The mechanisms of information encoding can be elucidated by 
examining the spectral components of the period histogram, obtained by 
means of the discrete Fourier transform (DFT). (1'23) It is well known that 
certain spectral components emerge when the stimulus is a pure tone at a 
sufficiently low frequency: these include components at DC, at the applied 
tone frequency, and at a small number of harmonics of the tone frequency. 
The DC component is, of course, simply the number of nerve spikes 
observed; when plotted as a function of stimulus level and properly nor- 
malized, this is the rate function. This quantity, as well as the .magnitude 
of the spectral component at the tone frequency, has been studied exten- 
sively. 

The appearance of these frequency components reveals that the tem- 
poral characteristics of tonal stimuli are preserved, in a sort of rectified 
form, in the fiber discharge pattern. The synchronization index (SI), which 
represents a measure of the preferential occurrence of neural events over 
restricted regions of the stimulus phase, is often used. It is defined as 
the ratio of the spectral component at the tone frequency to that at 
DC. (3'1~12"23'24) Measurements of the phase of the histogram center, and of 
the spectral component at the tone frequency, have been discussed in great 
detail by a number of authors.  (2"4'21'2s) 
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In this paper we examine the full spectrum of the period histogram in 
a systematic way, with particular emphasis on the behavior of the spectral 
components at harmonics of the tone frequency. We first discuss the 
responses of units (cells) with low and medium characteristic frequencies 
(CFs) (and with low and high spontaneous firing rates). We show that 
only a small number of spectral components are observable and we 
illustrate how their magnitudes and phases depend on the applied stimulus 
level for tones that are below, at, and above the CF of the unit. 

The responses of high-CF units are discussed subsequently. When the 
applied tone frequency is also high, the fundamental and harmonic 
components are substantially attenuated relative to the DC component, 
so that the SI is reduced. We make use of a specially designed micro- 
computer-based peak-detection system to measure the times of action- 
potential occurrences, from which the spectrum of the period histogram 
is constructed. The results are compared with those obtained by using a 
conventional level-detection system. This permits us to show that the 
decrease in the SI at high frequencies arises, at least in part, from uncer- 
tainties in the spike occurrence times introduced by noise in the auditory 
nerve. !37) Finally, the theoretical basis underlying the decrease in the 
magnitudes of the spectral components in the period histogram is provided. 

Period histograms and their spectra for amplitude-modulated (AM) 
and frequency-modulated (FM) tonal stimuli have been discussed else- 
where.(~4,15) 

2. M E T H O D S  

The VIIIth nerve was exposed in anesthetized cats and extracellular 
recordings were made from single primary auditory nerve fibers using 
KCl-filled glass microelectrodes. The criteria used in animal selection, 
anesthesia, surgical preparation, acoustic-signal generation and measure- 
ment, neural-signal recording, and digital-stimulus generation and data 
analysis have been described previously. (36/ 

The signal from the microelectrode was amplified with a negative- 
capacitance amplifier and a preamplifier. In the set of experiments 
described in Section 3 the output of the preamplifier was applied to a level 
detector which generated a standard (1/~sec, 10 V) impulse each time the 
nerve-sPike amplitude exceeded a preset adjustable threshold. A period 
histogram, synchronized to multiple periods of the stimulus, was con- 
structed from a set of these impulses using histogram hardwareJ 36) The 
experiments described in Section 4.3 made use of a peak detector (described 
in Section 4.2) as well as a level detector. 

Auditory nerve fibers were identified by using wideband noise-burst 
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stimuli. Frequency tuning curves (FTCs) were then obtained using the 
algorithms reported by Kiang e t  al. ~  and by Liberman. ~22) The CF of the 
fiber was determined from the FTC. It was defined as that frequency at 
which the lowest sound pressure level (SPL) elicited a specified neural 
response. Two subsidiary frequencies were selected from the FTC, above 
and below the CF, where the sensitivity was 15 dB below its maximum 
value at the CF. These frequencies, along with the CF frequency, were then 
used as the stimulus frequencies in the experiments reported in Section 3. 

In the experiments described in Section 3, measurements were first 
made at the CF. The amplitude of the stimulus was set initially at a level 
that was either - 2 0  dB:re FTC or at +20 dB:re FTC, depending on the 
particular experimental paradigm employed. In successive measurements, 
the stimulus level was increased in 10-dB steps to a maximum value of 
70 dB:re FTC. The stimulus in dB:re FTC represents the sound pressure in 
dB, relative to the sound pressure level of the FTC, at each frequency. The 
entire series of measurements was then repeated at frequencies below and 
above the CF. 

Period histograms, constructed from the nerve-spike data, ~36) usually 
consisted of 2048 bins, each generally of 25-#sec duration, so that a single 
pass across the period histogram represented 51.2 msec. In the experiments 
reported in Section 3, 1000 repetitions of the responses were superimposed 
to form the histogram, so that data were collected for 51.2 sec at each 
frequency and level. The maximum values of the spectral magnitude at DC, 
which represents the total number of spikes in the histogram, at an average 
spike rate of 100/sec, is therefore ~ 5000. 

The precise values of the frequencies were determined by the computer 
software so that the total duration of an integral number of cycles of 
the sinusoidal stimulus exactly fit the duration of the period histogram. 
Specifying a frequency of 100 Hz, for example, would lead to the selection 
of a frequency of 97.6 Hz. 

Following the averaging, a DFT  of the period histogram was 
constructed, which we refer to as the spectrum. A standard fast-Fourier 
transform (FFT)  algorithm was used in computing the DFT. The data 
reported in this paper are based on these DFTs. 

3. SPECTRAL CHARACTERIST ICS  FOR LOW A N D  
M E D I U M  FREQUENCIES 

3.1. Full Spectrum of the Period Histogram 

The first experiment involved a high-spontaneous, low-frequency unit 
with a CF of 625 Hz and a threshold of 23 dB:re SPL. The signal applied 
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Fig. 1. (a) Spectral magnitude of the signal applied to the ear as a function of frequency. The 
stimulus is a pure tone of frequency 625 Hz. A single spectral component  is seen at the tone 
frequency. (b) Spectral magnitude of the period histogram as a function of frequency for a 
high-spontaneous,  low-frequency (CF = 625 Hz) unit with a threshold of 23 dB:re SPL. Strong 
spectral components  are seen at DC, at the tone frequency, and at a small number  of har- 
monics of the tone frequency. The magnitudes of the spectral components  decrease monotoni-  
cally as the component  frequency increases. The data in (b) are drawn from Fig. 2b at a 
stimulus level of 20 dB:re FTC. 

to the ear was a pure tone of frequency 625 Hz at a level of 20 dB:re FTC; 
the signal spectrum shown in Fig. la therefore consists of a single compo- 
nent at the tone frequency. 

The spectral magnitude of the period histogram, as a function of 
frequency, is illustrated in Fig. lb. Spectral components are shown only if 
their magnitudes exceed the average spectral noise floor by 6 dB. Strong 
spectral components can be seen at DC, at the tone frequency, and at a 
small number of harmonics of the tone frequency. The highest frequency 
component that can be seen above the FFT  noise floor is at 3125 Hz. 

The spectrum of the histogram differs considerably from that of the 
input. Many new frequency components are present. Spectral-component 
magnitudes decrease monotonically with increasing component frequency. 
The character of the spectrum is not unlike that of the velocity response of 
single outer hair cells and Hensen cells in the guinea-pig temporal-bone 
preparation. (16' 40 

3.2. Behavior of the Spectral Magnitudes with 
Stimulus Level 

The magnitudes of the individual spectral components are shown in 
Figs. 2a-2c as a function of relative stimulus level (dB:re FTC) for this 
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Fig. 2. (a-c) Magnitudes of the spectral components as a function of relative stimulus level 
(dB:re FTC) for the same unit as shown in Fig. 1, for input frequencies (a) 371 Hz (below 
CF), (b) 625 Hz (at CF), and (c) 918 Hz (above CF). Curves for DC, for the tone frequency 
(denoted 1), and for its second through fifth harmonies (denoted 2-5), are shown. 
(d-f) Relative phases (in radians) of the individual spectral components as a function of 
stimulus level. 

same low-frequency unit. The data in Figs. 2a-2c are for tone frequencies 
fc = 371 Hz (below CF), 625 Hz (at CF), and 918 Hz (above CF), respec- 
tively. The spectral magnitudes at DC, at the tone frequency (denoted 1), 
and at its second through fifth harmonics (denoted 2-5) are shown as a 
function of stimulus level for the three frequencies. At any given stimulus 
level, the magnitudes of the spectral components  at DC, the fundamental, 
and the second, third, fourth, and fifth harmonics successively decrease. 
Harmonics  beyond the fifth are not observable. (The data in Fig. lb repre- 
sent a vertical slice drawn from Fig. 2b, at a stimulus level of 20 dB:re 
FTC.) The only exception is the magnitude of the fundamental component  
in Fig. 2a, between the levels of 30 and 40 dB. The reason for this unusual 
behavior is discussed below. All components  follow a similar trend in that 
they increase in magnitude between - 2 0  and 20 dB:re FTC and then either 
level off or decrease slightly at higher stimulus levels. Above l0 dB:re FTC, 
their ratios remain roughly the same as the stimulus level is increased. 

It is apparent from Figs. 2 ~ 2 c  that spectral components  at the 
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frequency of the applied tone are usually seen above the FFT noise floor 
at stimulus levels below the average rate threshold (as determined from the 
paradigm reported by Kiang et  al., (18) which in our case is 0 dB:re FTC. 
Behavior of this kind was noted by Johnson, (12) who measured a "syn- 
chrony tuning curve" with a threshold that was lower by about 20 dB than 
the rate tuning curve. It is clear from the data presented in Fig. 2 that the 
emergence of such synchrony applies not only to the spectral component at 
the tone frequency, but also to the components at harmonics of the tone 
frequency. 

The spectral-component magnitudes for a high-spontaneous, medium- 
frequency (HSMF) unit, with a threshold of 17 dB:re SPL, are shown in 
Fig. 3a. The stimulus was a pure tone at 3750 Hz (at the CF) and the 
stimulus level was varied from - 2 0  to 70dB:re FTC. The only com- 
ponents that appear in the period-histogram spectrum in this case are at 
DC, at the tone frequency, and at its second harmonic. The relative phases 
for these components are shown in Fig. 3b. As the tone and CF frequencies 
increased from 625 Hz in Fig. 2 to 3750 Hz in Fig. 3, the number of 
observable AC components decreased from 5 to 2, and the SI decreased, as 
well. This loss of phase locking (also called loss of synchrony) results in 
part from nerve-spike time jitter, as discussed in Section 5. 

The spectral-component magnitudes and relative-phase curves for a 
low-spontaneous, medium-frequency (LSMF) unit with a threshold of 36 
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Fig. 3. (a) Magnitudes and (b) relative phases of individual spectral components,  as a func- 
tion of relative st imulus level, for a high-spontaneous,  medium-frequency ( C F =  3750 Hz) 
unit, with a threshold of 17 dB:re SPL. The stimulus was at 3750 Hz. Spectral components  are 
seen at DC, at the tone frequency, and at its second harmonic. The SI is lower than that in 
Fig. 2. 
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Fig. 4. Magnitudes and relative phases of spectral components at DC and at the tone 
frequency, as a function of relative stimulus level, for a low-spontaneous, medium-frequency 
unit (CF = 5176 Hz), with a threshold of 36 dB:re SPL. In (a) and (c), the stimulus was at 
5176 Hz. Only one AC component (at the tone frequency) emerges above the noise and the 
SI is lower still than that in Fig. 3. In (b) and (d) the stimulus frequency was at 5449 Hz, 
above the CF. 

dB:re SPL are presented in Figs. 4a and 4b. Figures 4a and 4c show the 
magnitude and the phase response to a tone at f~=  5176 Hz (at the CF), 
applied at levels between 20 and 50 dB:re FTC. Responses at 5449 Hz 
(above the CF) are shown in Figs. 4b and 4d. Spectral components are 
seen only at DC and at the tone frequency itself and the SI is yet lower 
than that observed in Fig. 3. 

The variation of the spectral magnitudes follows certain patterns: 

(i) The number of harmonics observed in the spectrum of the period 
histogram is small. It depends on the stimulus frequency (and the CF of the 
unit). For example, four harmonics are seen at a CF of 625 Hz (Fig. 2), one 
at a CF of 3750Hz (Fig. 3), and none at a CF of 5176Hz (Fig. 4). 
In general the higher the stimulus frequency, the fewer the number of 
harmonics present. The limited number of harmonics, and their decrease 
in magnitude with increasing frequency, arises from two effects, as discussed 
in Sections 4 and 5. 

(ii) At any given stimulus level, the spectral-component magnitudes 
decrease monotonically as the harmonic number increases. Both even and 
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odd harmonics are present. (A spectrum of this kind is most simply 
generated by asymmetrically clipping a sinewave; see ref. 38.) There are a 
few special conditions under which the spectral-component magnitudes do 
not decrease monotonically with harmonic number, such as low-CF units 
stimulated by low-frequency tones. For example, the magnitude of the 
fundamental component is smaller than that of the second harmonic in 
Fig. 2a for stimulus levels between 30 and 40 dB:re FTC. This behavior is 
associated with peak splitting in the period histogram. (12) It occurs because 
under these conditions two neural spikes can occur during the same half 
cycle of the stimulus waveform. 

(iii) For a stimulus at a given frequency and at a level above the 
average rate threshold (0 dB:re FTC), the spectral magnitudes of the dif- 
ferent frequency components bear a general proportionality to each other 
(and to the DC component) as the stimulus level changes. The relative 
proportions of the various spectral components turn out to be reasonably 
constant over some 50 dB change in stimulus level. This suggests that the 
shape of the underlying rectified wave remains essentially unchanged with 
stimulus level over this intensity range. 

(iv) The spectral magnitudes of the highest harmonics are generally 
stronger below CF than above CF (compare Figs. 2a and 2c). 

3.3. Behavior  of  the  Relat ive  Phases w i t h  St imulus  Level 

The relative unwrapped phases of the individual spectral components 
are illustrated in Figs. 2d-2f, 3b, 4c, and 4d as a function of stimulus level. 
Below CF at a stimulus level of 10 dB:re FTC, in Fig. 2d, the phase angle 
increases in the sequence: fundamental, second, third, fourth, and fifth har- 
monics. The phase angle is roughly proportional to the harmonic number 
(which is consistent with constant delay). Therefore the slope of the phase, 
with respect to harmonic number, is positive. The phase difference between 
successive harmonics decreases as stimulus level is increased. The phase 
versus intensity curve has a negative slope. In this region, there is not an 
orderly arrangement of phase as a function of harmonic number. 

At CF, in Fig. 2e, the phase curves do not form an orderly sequence 
with harmonic number because the phase angles are small. The phases of 
the individual components are roughly independent of level. 

Above CF, in Fig. 2t", the phase angles decrease with increasing har- 
monic number. The phase difference between the fundamental and a given 
harmonic is proportional to harmonic number. Therefore the slope of the 
phase with respect to harmonic number is negative. The phase differences 
between the components decrease as stimulus level is increased, up to 
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40 dB:re FTC. The slope of the phase versus intensity curve is positive in 
this region. The downturn of the phase curves above 40 dB probably arises 
from ambiguity in unwrapping the phase. 

These observations are consistent with the findings of earlier 
investigators who measured phase as a function of frequency. (2'4~ When the 
frequency was below CF, the phase slope (with respect to frequency) was 
positive; near CF the phase slope was small or zero; and above CF the 
phase slope was negative. The phase slopes decreased as stimulus intensity 
was increased. 

4. LOSS OF S Y N C H R O N Y  AT HIGH FREQUENCIES:  
PEAK V E R S U S  LEVEL DETECTION 

It is apparent from the foregoing that the fundamental and harmonic 
components in the period histogram diminish as the stimulus frequency 
increases. Indeed, stimuli above about 6 kHz are generally assumed to 
elicit only a DC component in the period histogram. (11'12'29~ Spectral com- 
ponents well above 6 kHz can be present, however. Inaccuracies in the 
determination of nerve-spike occurrence times, associated with cochlear- 
nerve noise a n d  level-detection measurement techniques, are in part 
responsible for the apparent loss of these high-frequency components. (37) 
The use of peak-detection nerve-spike measurement techniques can 
enhance the observability of such high-frequency components. 

4.1. Effect  of Background Noise on Level and Peak Detect ion 

The classical method of recording auditory nerve spikes makes use of 
a microelectrode whose output is fed into a high-input-impedance, 
negative-capacitance feedback amplifier. (17~ This serves to compensate for 
the microelectrode capacitance, thereby improving the frequency response 
of the detection system. The frequency response of the negative-capacitance 
amplifier depends on the feedback control setting, which is adjustable. 
The real nerve-spike risetime and shape are therefore altered by the 
electrode/feedback-amplifier combination. The signal is generally further 
amplified and then applied to a Schmitt trigger, which produces a standard 
timing pulse at the instant its input voltage exceeds a preset adjustable 
threshold. (9~ The threshold is set at a level below the peak of the nerve 
spikes but above the noise floor. The sequence of nerve spikes is thus 
converted into a sequence of standard electrical pulses on which further 
analyses are carried out. 

The occurrence times registered by the electrical pulses are affected by 
the presence of background noise in the auditory nerve as a whole. It 
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is therefore important to understand the character of this noise. 
Measurements were made of the distribution in frequency of the baseline 
noise, employing the same microelectrode and amplifier used for nerve- 
spike recording. The distinction was that the electrode was not in close 
contact with an auditory nerve fiber and therefore was not recording nerve- 
spike potentials. The compensation of the negative-capacitance feedback 
amplifier was set at a minimum for these measurements so that the fre- 
quency response was essentially determined by the electrode. A typical 
result at the output of the negative-capacitance amplifier is illustrated in 
Fig. 5. The noise voltage is highest at low frequencies and decreases in 
power-law fashion, over a substantial range of frequencies, as the frequency 
increases. 

The way that such low-frequency noise can contaminate the deter- 
mination of nerve-spike occurrence times is illustrated in Fig. 6. The height 
of the nerve impulse relative to the threshold level of the Schmitt trigger 
in the level-detection system (dashed horizontal line) will vary as a result 
of the presence of low-frequency noise fluctuations (two realizations are 
shown, as the upper and lower schematic nerve impulses). Because of the 
finite iisetime of the amplified and filtered action potential, the level-detec- 
tion timing pulse shown at A will be produced earlier or later, depending 
on whether the instantaneous noise amplitude is high or low. The 
magnitude of the uncertainty (jitter) At will depend both on the character 
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Fig. 5. Voltage versus frequency for background noise in the auditory nerve as observed 
through the microelectrode/feedback-amplifier system. The magnitude decreases in power-law 
fashion over a substantial frequency range. 
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Fig. 6. Schematic representation of a nerve spike in two vertical positions. The upper and 
lower curves correspond to a hypothetical peak and dip, respectively, in the low-frequency 
auditory-nerve noise. The level-detection system (A) introduces a random time uncertainty At 
in the timing pulse that is dependent on the instantaneous level of the noise and on the rising 
slope of the filtered nerve spike. The peak-detection system (B), on the other hand, introduces 
no such time uncertainty. A block diagram of the system incorporating the specially con- 
structed peak-detection microprocessor is shown on the right. 

of the noise and on the rising slope of the action potential. Typically, 
A t ~  100 #sec. It is evident at B, however, that the timing of the peak of 
the filtered action potential (dashed vertical line) is affected less by the 
presence of such low-frequency noise. This is because the nerve spike rides 
up and down vertically as the baseline fluctuates. Using a peak-detection 
mechanism, rather than a level-crossing detection mechanism, should 
therefore minimize time jitter arising from power-law auditory-nerve noise. 

4.2. Microcomputer-Based Peak-Detection System 

A special microcomputer was developed to generate electrical timing 
pulses coincident with the peaks of the nerve spikes; a block diagram is 
shown on the right-hand side of Fig. 6. The output of the negative- 
capacitance amplifier is passed through a linear amplifier (to provide a 
peak voltage of about 5 V) and then sampled by an analog-to-digital (A/D) 
converter. A digital sample is processed every 18 #sec by an Intel 8085 
microprocessor to determine when the input waveform exceeds a present 
value (2.5 V). This defines the presence of a nerve spike. Subsequent 
samples are successively compared in real time to identify the occurrence 
time of the peak. When the peak sample is identified, the microprocessor 
outputs a timing pulse and immediately returns to sampling the nerve-spike 
signal to determine when the trailing edge of the spike falls below 0.625 V. 
At that point, the microcomputer begins again to collect samples to detect 
the presence of the next nerve spike. 

Experiments were carried out to measure the spectrum of the period 
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histogram and the SI using this peak-detection apparatus. For comparison, 
identical measurements were also made using the classical level-detection 
technique. 

4.3. Comparison of Synchronizat ion Index Using Peak and 
Level Detect ion 

The stimuli were all pure tones. The general experimental methods and 
parameters are the same as those outlined in Section 2, with a few minor 
exceptions. Bin widths ranged from 15 to 25 psec and typical averaging 
times ranged from 30 to 50 sec for 200-1000 identical repetitions of the 
stimulus. The results reported in this section were based on experiments 
with 10 cats. 

At low frequencies we determined that the spectrum of the period 
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Fig. 7. Spectral magnitude of the period histogram (200 repetitions) as a function of 
frequency for a low-frequency unit with characteristic frequency CF = 488 Hz. The unit was 
stimulated with a pure tone of level 80 dB:re SPL at the CF. (a) Result using the conventional 
level-detection system. (b) Result using the peak-detection system. The SI observed with the 
peak-detection system (0.69) is only slightly greater than that observed with the level- 
detection system (0.54). The spectral components in both are similar, diminishing substan- 
tially beyond about 4f, ~ 2 kHz. 
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histogram and the SI obtained from experiments conducted with peak and 
level detectors were comparable. This is illustrated in Fig. 7 for a unit 
driven with a pure-tone stimulus at its CF (488 Hz). The spectral com- 
ponents in both are similar, diminishing substantially beyond the fourth 
harmonic at 4fc ~ 2 kHz. The results for both detection schemes are not 
unlike those shown in Fig. 1, where the CF is 625 Hz. 

Differences in the values of the SI using the two techniques begin 
to emerge at about 5 kHz and become quite pronounced above 10 kHz. 
A comparison of several experimentally measured values of the SI using 
the two methods is presented in Table I. The SI for each of the four units 
stimulated at 10 kHz or above is higher using the peak detector. Indeed, 
the absolute values of the SI are substantial even at a frequency as high as 
10 kHz. In Fig. 8, we present the spectrum for Unit No. 10 using level and 
peak detection, represented in Figs. 8a and 8b, respectively. The two sets of 
data were collected under identical conditions. The substantially larger 
value of the SI observed with the peak-detection apparatus is evident. 

The highest frequency at which we have observed substantial phase 
locking (synchrony) is 18 kHz. In fact, Rose eta/. (29) long ago observed 
signs of phase locking at frequencies as high as 12 kHz in isolated instances 
(in squirrel monkeys). They suggested that the observation of synchrony 
could depend on measurement timing accuracy. Johnson ~12) carried out a 
series of experiments (on cats) in which he observed synchrony only up to 
6 kHz. He also carried out a theoretical analysis ~11) demonstrating that this 
limit was not attributable to instrumental effects. More recently, Sullivan 
and Konishi ~32) showed that phase locking in the magnocellular cochlear 
nucleus of the barn owl extends to 9 kHz, but they considered the presence 
of a measurable SI at 9 kHz as a special characteristic of the barn owl. 
Sullivan and Konishi also used both level and peak detection, but they saw 
little difference in the values of the SI. 

Table I. Comparison of Synchronization Index (SI) When Spike 
Occurrence Times Were Measured wi th  Peak and Level Detectors 

Unit 
No. 

CF and Approximate Number SI 
tone dB SPL of using 

frequency (re 0.0002 averages peak 
(Hz) dyne/cm 2) N detector 

SI 
using 
level 

detector 

12 10,742 60 6000 0.03 0.001 
10 10,000 100 1000 0.31 0.10 
28 11,992 100 1000 0.27 0.06 
38 5,501 100 1000 0.09 0.09 
45 11,002 100 2000 0.10 0.07 
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The large values of the SI that we observed at these high frequencies 
might, at first blush, be thought to arise from substantial averaging (the SI 
is generally assumed to increase as the number of averages is increased). 
We conducted several experiments to investigate whether this is the case. 
The results of two such experiments are shown in Table II. In one experi- 
ment, on a unit with a CF of 15,996 Hz, the SI did not change substantially 
as the number of averages was reduced; if anything, it appeared to increase 
slowly. In another experiment, with a unit whose CF was 10,000 Hz, the 
SI also increased as the number of averages was reduced from 200 to 3. 
Although we noted some nonmonotonicity in the SI versus number-of- 
averages function, it is clear that the large values of the SI at these high 
frequencies are not an artifact of excessive averaging. 

(a) ~ ,  

0 . 0  

(b) 

- . - ,  

SI  = 0.10 

i 

FRE(~ 

SI  = 0 .31  

4,8E03 

~.766 
2.0E~ 

6.5E03 

S.4S~ 
0.0 FREQ 2.0E04 

Fig. 8. Spectral magnitude of the period histogram (collected with 1000 repetitions) as a 
function of frequency for a high-frequency unit (# I0 )  with a C F =  10kHz. The unit was 
stimulated with a pure tone of level 100 dB:re SPL at the CF. (a) Result using the conven- 
tional level-detection system. (b) Result using the peak-detection system. As shown in Table I, 
the SI obtained from the spectral component at 10 kHz with the peak-detection system (0.31) 
is substantially greater than that observed with the level-detection system (0.10), These results 
show clearly that phase locking extends to at least 10 kHz. 
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Table II. 
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Behavior of SI Using Peak Detector  As the Number  of 
Averages N Decreases 

CF and Approximate Number SI 
tone dB SPL of using 

Unit frequency (re 0.0002 averages peak 
No. (Hz) dyne/cm 2) N detector 

33 15,996 100 

10 10,000 100 

2000 0.06 
1000 0.10 
500 0.09 
100 0.16 

1000 0.31 
200 0.41 

50 0.51 
10 0.46 
5 0.50 
3 0.60 

Finally, we briefly examine the dependence of the SI on the frequency 
response of the microelectrode and its associated amplifier system. These 
elements should partially determine the risetime of the recorded action 
potential and therefore would be expected to play a role in the magnitude 
of the time jitter. To maximize the frequency response, glass microelec- 
trodes with resistances in the 5- to 10-M~ range were utilized. The overall 
frequency response of our recording system can be changed by varying the 
cutoff frequencies of the linear amplifier and by adjusting the negative- 
capacitance feedback control (see Fig, 6). The results of these two 
manipulations are illustrated in Table III. As the upper frequency cutoff of 

Table III. Effect of Analog Signal Processing on the SI ~ 

CF and Approximate Number SI 
tone dB SPL of Amp Neg. using 

Unit frequency (re 0.0002 averages fmax cap. peak 
No. (Hz) dyne/cm 2) N (kHz) comp. detector 

10 10,000 100 1000 3 - -  0.44 
10 - -  0.49 
10 Min 0.29 
10 Max 0.52 

The column labeled Amp fmax indicates the upper frequency cutoff of the linear amplifier. 
The column labeled Neg. cap. comp. indicates minimum or maximum negative-capacitance 
compensation. 
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the linear amplifier is increased from 3 kHz to 10 kHz, the SI for Unit 
No. 10 increases only slightly (from 0.44 to 0.49). The increase is more 
pronounced when the negative-capacitance compensation is adjusted from 
minimum (SI = 0.29) to maximum (SI = 0.52). These results indicate that 
even with peak detection, an increase in the frequency response of the 
system improves the timing information and therefore the synchronization 
index. A system with higher frequency response will follow the nerve action 
potentials more faithfully and therefore define their times more precisely. 
At present, the upper frequency limit at which synchrony may be observed 
with our apparatus is limited by the frequency response of the microelec- 
trode/amplifier system and by the time resolution of the microcomputer 
and histogram hardware. 

In short, we have demonstrated that neural spike trains in cat auditory 
fibers are capable of carrying high-frequency timing information. 

5. T H E O R E T I C A L  BASIS FOR T H E  B E H A V I O R  OF THE 
P E R I O D - H I S T O G R A M  S P E C T R U M  

We have seen that the spectrum of the period histogram recorded from 
primary auditory-nerve fibers stimulated by pure tones contains com- 
ponents at DC, at the applied tone frequency, and at a small number of 
harmonics. The magnitudes of the spectral components generally decrease 
as the frequency increases. 

In this section, we examine the basis of this behavior from a theoreti- 
cal point of view. This enables us to understand the manner in which 
stimulus frequency, and uncertainties in the measurement of nerve-spike 
occurrence times, affect the magnitudes of the spectral components and the 
synchronization index. 

There are two origins of the decrease in spectral-component 
magnitudes with increasing frequency. The first, operative for pure-tone 
stimuli at low frequencies, arises from the time uncertainty associated with 
the distribution of neural events within a half-cycle of the stimulus 
waveform. A graphical illustration of this is provided in Fig. 9. A half-wave- 
rectified sinusoidal time signal s(t) is assumed to represent the period 
histogram, but this choice of waveform is convenient, not critical. The same 
argument will carry through for a more realistic waveform, such as that 
obtained from a nonlinear-stiffness oscillator model (see, e.g., ref. 39). 
(Indeed, the same approach can be used for arbitrary periodic waveforms, 
such as those arising from superpositions of two or more tones.) The signal 
s(t) can be mathematically represented as a convolution (for which we 
use the symbol ,) of three functions: a perfect train of delta functions 
spaced by the period of the stimulus tone T, a pulse (of full width T/2) 



274 Teich et  al. 

representing a single half-cycle of the stimulus, and a pulse of half-width tp 
representing the uncertainty in the nerve-spike measurement time (tp will 
depend on the method used for nerve-spike measurement). 

Since convolution in the time domain corresponds to multiplication in 
the frequency domain, the spectrum S(f) can be represented as a product 
of the Fourier transforms of each of the three functions indicated above: 
a perfect train of delta functions at the frequency of the stimulus tone 
fc= l/T, a function of approximate width 4fc corresponding to the 
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Fig. 9. Graphical derivation of the spectrum of the period histogram for low-frequency pure- 
tone signals. The overall decrease in the magnitudes of the spectral components with increas- 
ing frequency is caused principally by the uncertainty in the time of neural-event occurrences 
within the half-wave-rectified period histogram. The lower the stimulus frequency, the greater 
this time uncertainty and the lower the frequency at which the spectral components begin to 
diminish. There is minimal loss of phase locking when the characteristic cutoff frequency 
caused by nerve-spike jitter is larger than 4f~. 
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frequency bandwidth of a half cycle of the stimulus, and a function of 
approximate width l/'Cp representing the frequency bandwidth of the nerve- 
spike time jitter. 

The decrease in the magnitude of the harmonics is seen to be governed 
in Fig. 9 principally by the large uncertainty in the time of nerve-spike 
occurrences within a half-cycle of the stimulus. The lower the stimulus 
frequency, the greater this time uncertainty and the lower the frequency at 
which the spectral components begin to diminish (they extend to about 
4f~). A numerical example is instructive: i f f c =  500 Hz and "Cp~0.2 msec, 
then 1/'Cp = 5 kHz, which is >4fc = 2  kHz, so that the nerve-spike time 
jitter is not important in this case. Although all of the harmonics are at 
relatively low frequencies, the SI remains high. The data shown in Fig. 1, 
for which fc = 625 Hz and SI ~ 0.65, behave in this way. A simple half-wave 
rectifier model gives a synchronization index SI = re/4 ~ 0.79. 

Since nerve-spike jitter does not critically affect the harmonic com- 
ponents for low frequencies, there is minimal loss of phase locking and the 
observed spectrum should depend little on whether threshold detection or 
peak detection is used. Both should give essentially the same results, and 
they do. These predictions are borne out by the experimental results shown 
in Fig. 7, in which the spectrum and SI observed with the peak-detection 
system (0.69) closely resemble those observed with the level-detection 
system (0.54). The spectral components in both diminish below detec- 
tability beyond a frequency of about 4f~ ~ 2 kHz. 

The second origin of the decrease of spectral-component magnitudes is 
operative for stimuli of high frequencies. It arises, at least in part, from 
temporal uncertainties in the spike occurrence times. As shown in Fig. 6, 
these can be introduced by level detection in the presence of auditory-nerve 
background noise. A graphical illustration of this case is presented in 
Fig. 10. The resultant loss of phase locking causes the SI, and in fact the 
magnitudes of all of the harmonic components, to decrease when the tone 
frequency is greater than the inverse jitter time 1/'rp. The jitter rolloff is 
independent of the stimulus frequency. Again a numerical example is 
instructive; if ~p ~ 0.2 msec, then 1/"Cp--= 5 kHz, which is the limit beyond 
which phase locking will diminish substantially, whatever the stimulus 
frequency. In this region, a simple half-wave rectifier model gives 
SI = (re/4) IH(f~)I/[H(O)[ < 0.79, where H(f) is the Fourier transform of the 
nerve-spike time-jitter function. 

At these high frequencies, a greater degree of phase locking should be 
achievable by using peak detection (which serves to decrease the jitter time 
rp, thereby increasing 1/Zp) rather than level detection. This is in fact 
precisely what happens, as is evident in Fig. 8. As indicated above, we have 
observed substantial phase locking at tone frequencies as high as 18 kHz 

822/70/1-2-18 
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Fig. 10. Graphical derivation of the spectrum of the period histogram for high-frequency 
pure-tone signals. The overall decrease in the magnitudes of the spectral components with 
increasing frequency is caused principally by the frequency rolloff associated with nerve-spike 
time jitter. There is substantial loss of phase locking when this characteristic cutoff frequency 
(1/Tp) is smaller than ft. The phase locking can be extended by using peak detection rather 
than level detection. For clarity, the function s(t) is shown without the effect of nerve-spike 
time jitter. 

using peak detection. We conclude that the traditional view, that there is 
an intrinsic loss of  phase locking for tone frequencies above 6 kHz, is 
in error. This result is important because it indicates that the place-versus- 
periodicity d ichotomy in auditory theory should be reexamined. 
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